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- Pregel
- Map-Reduce
- Streaming
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The goal is to partition the elements in disjoint clusters so to minimize the number of mistakes.

The number of clusters does not have to be selected by hand.
Correlation Clustering

"Perfect clustering"
(0 mistakes)
Correlation Clustering
Correlation Clustering
Correlation Clustering
How to find the best clustering?
How to find the best clustering?

How to minimize the number of mistakes?
The Pivot Algorithm
[Ailon, Charikar, Newman]
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   and all the elements “similar” to it
3. Remove the cluster, and repeat
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The Pivot Algorithm gives an (expected) \( 3 \) approximation to the problem of minimizing the number of mistakes

Unfortunately the Pivot algorithm is inherently sequential
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$n$ iterations

$n$ can be huge ($\sim 10^3$)
How to speed up the computation?
Our Contribution

• We propose a parallel version of the Pivot Algorithm, that

• requires only $O(\log^2 n)$ iterations, and

• still guarantees a $3 + \epsilon$ approximation.
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- We propose a parallel version of the Pivot Algorithm, that
  - requires only $O(\log^2 n)$ iterations, and
  - still guarantees a $3 + \epsilon$ approximation.
- The new algorithm can be easily implemented in Map-Reduce, Pregel, streaming, etc.
Our Contribution

• We ran our algorithm on a number of datasets (CORA, WDC, Twitter)

• The largest had 41M elements, with 2.5B positive edges
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The algorithm requires $O(\log n)$ iterations if $\Delta^+$ is constant
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41M elements/users
2.5B positive (follow) edges
2.9M maximum degree
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Remaining Elements vs. Iteration
Twitter Dataset
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